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SUPPORTING WEB CONTENT QUALITY: 
FORMALIZING META-DATA CONCEPTS FOR THE WEB-DOMAIN 

 
ABSTRACT 

Poor web data quality can have many costs for the typical enterprise. This is true for web 

based data as well as for traditional data sources. This applied research investigates the use of 

distributed artificial intelligence approaches for supporting web content quality.  A series of 

prototyping/validation tasks will be conducted to evolve web-based systems that can be used to 

maintain web content quality. First, a meta-data protocol that provides improved access to DSS 

will be developed and validated.  Next, a formal web data model will be developed.  This model 

will offer a framework for defining web object dependencies and representations.   These two 

concepts are then combined to develop a prototype Web-Quality protocol.  This protocol will 

facilitate the maintenance of web-based content by allowing meta-data about web pages and the 

relationship between web pages to be distributed with web pages. Intelligent agents are used to 

translate this meta-data into appropriate action. 

1.0 BACKGROUND AND OBJECTIVES 

Supporting the quality of data resources has been a continuing concern for information 

systems professionals. Over time techniques have been developed for maintaining the appropriate 

level of quality for individual databases, for data warehouses and for transaction processing 

systems.  However, web-based systems lack the tools and procedures for data quality to be 

properly maintained.  

This paper seeks to develop methods that can be used to improve web-based data quality.  

It maps data quality dimensions, as identified in prior research [Wand et. al., 1996, and Wang et. 
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al., 1995], to the web domain and then proposes methods that can improve each of these data 

quality dimensions.  

Data quality problems can create many different types of problems for organizations. 

Table 1 lists some of the potential costs businesses might face as a result of poor web data quality. 

Table 1 Potential Costs of Poor Quality Web Content  

Web Site Type Possible Quality Failures Potential Costs 
Electronic Commerce Out of date or missing 

product information 
Loss of Sales 

Information/ Search Poor Quality Information 
Broken Links 

Reduction in # Hits 
Loss of Advertising Revenue 
Loss of Subscriber Revenue 

Corporate Information Lack of Consistent Image 
Inaccurate Data 

Degradation of Brand Identity 
Reduced Stock Price 

For example, Reuters Air Cargo Service provides information and trading opportunities to 

airlines, forwarders, shippers, brokers and general sales agents worldwide. One service it provides 

is constantly updated rates for airfreight transport.  This site must continuously update these rates 

or they will risk losing subscribers.  This research will investigate using  "Meta-data" to specify 

relationships between different web content. Intelligent agents are used to read this meta-data and 

update the content. In this example, a relationship between the price on the Reuters site and the 

price at each airfreight provider can be specified.  Then, an intelligent agent can read the meta-

data, go to the airfreight site, get updated price information and update the Reuters web page 

automatically. 

This research combines two important information systems research streams to allow the 

development of the web quality meta-data and intelligent agents.  Both data quality and 

distributed artificial intelligence (DAI) play a foundational role in the development of the 

distributed meta-data systems proposed in this paper.  
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1.1 Distributed Artificial Intelligence 

Advances in DAI make it possible to construct systems of intelligent agents that can be 

used to discover and maintain web information.  DAI research is concerned with how multiple 

agents can cooperate, how they communicate, share information and act to achieve a common 

goal [Bond and Gasser, 1988, Malone and Crowston, 1994].  

Early work in artificial intelligence serves as a foundation for the intelligent agent research 

being conducted today.  In 1980, Smith developed the “Contract net protocol” (CNET) which 

was a high-level protocol designed for distributed problem solving.  More recently, a federated 

coordination and communication system for agents was developed [Goul, 1997]. In a federated 

system, agents do not communicate directly with each other. Instead, the agents communicate 

only with system programs called facilitators or mediators [Wiederhold, 1992]. The federated 

agent communication approach allows agents to communication in large environments such as the 

WWW. 

Web-based applications exploit a wide range of AI and DAI developments.  Today AI is 

embedded in agents operating in heterogeneous networked computing environments and used for 

search, retrieval and analysis of previously unimaginable quantities of data [O'Leary, 1997].  This 

research includes intelligent search engines, intelligent browsers, and intelligent agents, web page 

labeling schemes and information brokering systems [Bowman et. al., 1994].  Recent intelligent 

agents have been designed to find and classify information on the WWW [Acerman et. al., 1997, 

Etzioni, 1997, Kautz et. al., 1997a,b, Krulwich, 1997, and Burke et. al. 1997].  These agents do 

not attempt to map or understand the entire web.  Instead, they attempt to process specific types 

of content about which the agent has some prior knowledge.  This enables these agents to 

synthesize the web content from the limited domain and provide a useful service to the user.  
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 Internet resource discovery agents are largely autonomous rather than collaborative.  That 

is they use intelligence to find and decode web content rather than to work with other agents.  A 

full scale meta-data system will require both autonomous agents, ones that can watch for a change 

in a web page or search for specific meta-data; and collaborative agents, ones that work with both 

users and other agents to infer appropriate high-level goals and take appropriate action to achieve 

these goals [Nardi, Miller and Wright, 1998].   

1.2 Data Quality 
 
 Data quality problems can occur in any system where data is stored.  Early research on 

data quality measured errors in specific management information systems (MIS).  In 1982, Morey 

found a 25% error rate in incoming transactions and an 11.21% error rate in stored MIS records 

for a Marine Corps Manpower Management System.  In 1986, Lauden studied a large 

interorganizational computer based information system for the criminal justice system and found 

that 50 to 80% of the computerized criminal records were inaccurate, incomplete or ambiguous.  

 Following these studies, several researchers have attempted to define the 

dimensions upon which data quality should be measured. Data quality has been defined in terms of 

accuracy (recorded value in agreement with the actual value), timeliness (recorded value is not 

out of date), completeness (all values for certain variables are recorded), and consistency, (the 

representation of the data value is complete in all cases) [Ballou and Pazer, 1987; Huh, Keller, 

Redman, and Watkins, 1990]. An additional attribute, accessibility, was proposed in an 

ontological classification scheme proposed by Wand and Wang [1996]. The six data quality 

attributes discussed in this are derived from this classification scheme and are presented in 

Table 2. 
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Table 2: Data Quality Dimensions [Wand and Wang, 1996, and Wang, Reddy and Kon, 1995] 

Data Quality Dimension Characteristic 

Accessibility Data is available to (easily found by) the user, 

Completeness Every meaningful state of the specified real world system can be 
represented. 

Believability The extent to which data can be counted on to be correct.  

Currency Data are current if they do not reflect outdated information   

Accuracy Data agrees with an identified source to a desired precision. 

Consistency Data are consistent if they do not conflict with one another. 

Research on data quality problems in databases have indicated that the social and 

economic impact of poor-quality data costs billions of dollars [Wang, Storey and Firth, 1995].  

These costs include costs due to customer dissatisfaction, increased operational costs, lowered 

employee job  satisfaction, and poorer tactical and strategic decision making [Redman, 1998]. 

There is no reason to expect that poor content quality on the Internet is any less costly.   

The WWW is a new type of data repository containing information millions of people use 

every day.  One data quality problem associated with the WWW is the frequent failure of 

hyperlinks. Several studies have sited broken hyperlinks as "one of the most serious problems 

facing the WWW today" [Ingham, Caughey and Little, 1996, Kehoe, Pitkow, and Rogers, 1998]. 

Although solutions for dealing with broken links are well known, 57.7 percent of respondents to a 

recent web survey cite broken-hyperlinks as a serious problem with the WWW [Kehoe, Pitkow, 

and Rogers, 1998].  

However, broken hyperlinks represent only one type of data consistency problem that can 

occur on the web. Data quality problems along the dimensions found in other types of data 

repositories are also present on the web. Strong, Lee and Wang [1997] argue that a data quality 

problem is any difficulty encountered along one or more quality dimensions that renders it 
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completely or largely unfit for use. Nielson [1998] found many commercial web sites have data 

quality problems that fit this definition.  

Some research has already been done related to improving data quality on the WWW. One 

approach is to centralize the data quality function to try to manage web data in the database style.  

"ARENEUS" [Mecca et. al., 1998] supports queries, views and updates to web data.  This system 

creates "Wrappers" that describe page content.  These Wrappers are stored in a Wrapper Library 

that can then be used to provide database like access to web data. One shortcoming of the 

ARENEUS approach is that the meta-data is housed in a central repository, which limits access, 

reduces local autonomy, and limits expandability of the system [Ozsu and Valdurez, 1991]. 

By contrast, the approach proposed in this paper is "distributed," reducing many of the 

problems found in centralized systems.  The advantages of distributed meta-data are discussed in 

the next section. 

1.3 Distributed Meta-data 

This paper proposes using DAI approaches to support web-based content quality.  Under 

this approach intelligent agents would be used to read and interpret meta-data related to web-

based content. Meta-data is information about information.  Meta-data has been used in databases 

to describe the relationships between tables and is currently being used on the web to provide a 

title, author, and description for web-pages [Elmasri & Navathe, 1994, Resnick, 1997].  Meta-

data approaches allow classification of web content and can describe the relationships between 

content and other web resources.  Meta-data can be created at the same time as a web page.  It 

consists of specialized <tags> that can be read by intelligent agents designed for web site search 

and/or maintenance. 
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Supporting web content quality requires meta-data be developed to support the six data 

quality dimensions listed in Table 2.  For example, meta-data can be used to identify the content 

and quality of web pages [Resnick, 1997; Resinick & Miller 1996]. Web pages can include meta-

data related to page type (i.e. home page, product page, sales site, information site, white paper, 

software download etc).  Meta-data can also include information related to a page's subject area.  

Subject areas included in the Yahoo web index are: Arts & Humanities, Business & Economy, 

Computers & Internet, Education, Entertainment, Government, Health, News & Media, 

Recreation & Sports, Reference, Regional, Science, Social Science, and Society & Culture 

[Yahoo, 1998]. This meta-data would be designed to improve the accessibility of web content. 

That is, it would be designed to improve end-user's ability to locate specific content or resources 

that are available on the WWW.  It is also possible for content meta-data to provide a measure of 

the completeness of a specific web resource.  

 Supporting the accuracy, consistency and currency (per table 2) of web resources can also 

be accomplished using meta-data.  Often content on a web page can be related to content found 

on other web pages, yet there is currently no mechanism for ensuring that updates to web based 

content are automatically propagated to related web sites.  This requires that meta-data concepts 

be expanded to include information about the complex relationships among web-based content, 

thus, allowing related content to be retrieved and updated efficiently.   

 Meta-data should also improve end-user's ability to assess the believability of web content 

because they will have a better understanding of what the content is and of the author of the page.  

In addition, end-users can use the meta-data to assess whether a particular web page is adequately 

maintained and to determine the source for some of the critical content contained in the page.   
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2.0 RESEARCH QUESTION 

 The purpose of the proposed research is to investigate methods for organizing the content 

in a web-space such that discovering, tracking and updating that content is facilitated.  It will 

evaluate how the capabilities of intelligent agents, DAI and the WWW can be integrated to create 

advanced information systems capable of maintaining content quality across a web-space.  Based 

on this research purpose the following general research question is proposed: 

To what extent can distributed meta-data:  

1) Provide specific data related to the page type and subject area.  

2) Meet the specific needs of the target end-user population.  

3) Provide information related to the content type and appropriate 
values for specific web content or resources.   

4) Specify how a resource in one file is related to resources in other 
files; and  

5) Be designed so autonomous agents can readily use it when 
processing retrieval and update activities? 

Answers to the above research question can be useful in the design and development of 

systems to manage distributed web content. 

3.0 RESEARCH METHODOLOGY 

This applied research investigates the use of DAI approaches for supporting web content 

quality.  A series of prototyping/validation tasks will be conducted to evolve a web-based system 

that can be used to maintain web content quality. 

This research begins by exploring the use of meta-data to provide specific information about 

the content of a web page.  It proposes a protocol suite for deploying and sharing content for a 
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specific domain, Decision Support Systems [Gregg and Goul, 1999]. This protocol suite will be 

validated using an exploratory experimental design with a selected group of subjects.   

The meta-data concepts will then be expanded to incorporated the data quality dimensions 

presented in Table 2.  A conceptual formal software engineering methodology will be used to 

define a data model tailored to the needs of the WWW environment [Vinze, Kulkarni and Gregg, 

1999].  The web data model will then be converted to an Extended Markup Language (XML) 

document content specification protocol that allows data model constraints to be enforced. This 

document content specification will be validated by developing meta-data for a variety of 

domains. 

4.0 RESEARCH PLAN 

The research approach briefly described above is more fully explained in the next three 

subsections. 

4.1 Development and Validation of an Open-DSS Protocol 

A proposal for a protocol suite for deploying and sharing Specific DSS both within and 

across organizations by utilizing the WWW was developed. The model proposed for the protocol 

suite utilizes meta-data to fully describe DSS such that an intelligent agent can easily discover them.  

The proposed protocol will be validated in a study that assesses a subject’s understanding of 

Specific DSS capabilities based solely on the meta-data. The experiment uses a set of business 

situations to evaluate perceived functionality for DSS developers and potential users. The following 

hypothesis is offered (stated in null form): 

H0: There will be no significant agreement between answers for DSS evaluators and 

those for DSS developers. 
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This part of the research will proceed as shown in Figure 1.  In the first stage, the subjects 

will be given a brief description of the 37 meta-data parameters contained in the proposed 

protocol and asked to create protocol compliant meta-data for a DSS application they created.  In 

the second stage of the experiment, the student subjects will be given a set of business situations 

that are likely to be related to their DSS.  They will be asked how applicable their DSS would be 

for solving or contributing to the solution of the business problems. The DSS meta-data and 

business problems will then be given to another subject.  These subjects (evaluators) will assess 

the applicability of the DSS to the business problems based solely on the meta-data provided.  The 

answers for the developers and evaluators will then be compared to assess the measure of 

agreement between the two groups. The subjects will also answer questions aimed at gathering 

data about the meta-data creation process, the completeness of the specification, and the clarity of 

the specification.   

4.2 Formalizing a Web Data Model 

The second stage of the research will involve the development of a formal data model that 

will allow web based content to be maintained in a manner consistent with organizational quality 

goals for the web content. It will offer a framework for defining web object dependencies and 

their representations. It will begin with a discussion of the concepts and constructs necessary for 

maintaining content quality in an organization's web-space. Next, a formal definition of a web-

space data model will be developed.  

Under the proposed model any web object, O, can be defined in terms of driver objects, 

some other object in the web space.  The following formalism is proposed to describe web object 

inter-data dependency [eg. Taha, Helal and Ahmed, 1997]: 
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• D  is the description of the driver web object.  It includes the web page URL, the location of 

the driver object within the web page (paragraph 3, word 3), the data type and range of 

expected values.   

• P  is the dependency predicate, which describes the relationship between the web object and its 

drivers.  It shows the detailed method for constructing the web object value. 

• C  is the consistency requirements for the web object.  These can vary depending on the 

purpose for which the content is being maintained. 

• A  is the procedures that should be activated to restore the web object's consistency according 

to C. 

Web objects can be in one of three states, consistent, tolerated, or inconsistent.  This 

depends on P and C as defined for each O.   If P is violated due to an update of the driver web page 

then O is no longer consistent with D.  If this occurs and C  is not violated, then O moves into a 

tolerated state.  If both P  and C  are violated, then O is in an inconsistent state and the appropriate 

A  is triggered.  In the web domain, the A taken will depend on the nature of the changes to D.  If 

D remains the same data type and falls within the range of expected values, then update of O  can 

be made automatically.  However, if D changes dramatically, or if the structure of the driver web 

page web changes, or if the driver web page is deleted, then A involves notification (via email or 

log file) of the inconsistent state. 

These constructs, operations and integrity rules can be used to help maintain web space 

content quality.  These rules should make it possible to automate many of the processes necessary 

to update web-based content.   

This data model will be validated by a set of experts familiar with database systems and the 

WWW.   
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4.3 Development and Validation of a Web Content Quality Protocol 

The research will conclude by exploring the concept of using DAI to improve an 

organization's ability to maintain the quality of individual web pages.  It will contain a proposal for 

a protocol that will facilitate the maintenance of web-based content by allowing meta-data about 

the pages and the relationship between the pages to be distributed with the web pages.  This will 

be accomplished by combining the meta-data content labeling concept with meta-data derived 

from the data model developed in the prior phase of the research.  The XML Web-Quality 

protocol will allow intelligent agents to translate this meta-data into appropriate action.   

The proposed protocol will be validated in a study that assesses the applicability of the 

protocol for maintaining a variety of web sites.  In this study, specific web pages from a variety of 

web domains will be identified.  Identical web pages will then be created with the addition of 

appropriate meta-data.  Finally, the original web pages and web pages containing meta-data will be 

tracked for a period of three months to determine which set of sites maintain higher levels of 

quality. The following hypothesis is offered (stated in null form): 

H0: There will be no significant difference between the timing of updates to web content 

for Web sites containing meta-data and identical sites that do not contain meta-data. 

5.0 EXPECTED CONTRIBUTION 

 This development effort represents a new approach to managing web content.  The meta-

data labels developed as a part of this research can help improve all six quality dimensions 

presented in Table 2.  Content information labels help to improve the accessibility of web 

information by improving an end-user's ability to locate specific content or resources that are 

available on the WWW.  It is also possible for content labels to provide a measure of the 
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completeness of a specific web resource.  Meta-data maintenance labels can be used to insure the 

currency, accuracy and consistency of web content.  Both types of meta-data systems should help 

improve the believability of web content because end-users will have access to the meta-data 

labels and will be able to use those labels to judge the likelihood that a specific piece of web 

content is reliable. 

The power of the distributed meta-data approach to managing web data quality is that it 

distributed with actual web pages. This provides universal access to the content and maintenance 

information and contributes to the disintermediation of the WWW.  These meta-data labels allow 

individuals or automated intelligent agents to more readily find specific information about web 

page content or to update the distributed web content.  The distributed nature of the approach can 

help increase the performance speed for the system, especially for large web-sites.  In addition, 

using a distributed approach provides greater flexibility to local webmasters and web page 

designers increasing local autonomy, as well as increasing expandability of the system [Ozsu and 

Valdurez, 1991]. 

6.0 POTENTIAL DIFFICULTIES 

 The first challenge will be to develop a data model that is judged sufficient to improve web 

data quality while being tractable to implement in the web domain. A second challenge involves 

identifying web sites to develop meta-data for that are rich enough to demonstrate the capabilities 

of the system, yet not too complex to be unmanageable.  On balance these difficulties can be 

overcome within available time.  
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